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analysis of the fragmentation data containing expected combina-
tions of precursors 3 and 4.

The coordination-driven self-assembly process described here
facilitates the ready formation of single-molecule, highly symmet-
rical, static, non-dissociating ultra®ne particles by simple mixing of
predesigned, readily available components. This provides rapid
access to supramolecular ensembles that are much larger than any
classical synthetic macrocycles known at present. M
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Methods

Preparation. A 5-ml round-bottom ¯ask in a glovebox was charged either

with 1,3,5-tris[4-(trans-Pt(PPh3)2OTf) phenylethynyl] benzene 1 (30 mg,

0.01 mmol) for cuboctahedron 5 or with bis(4-[trans-Pt(PPh3)3I]phenyl)

ketone 2 (30 mg, 0.007 mmol) in 2 ml of CD2Cl2. Then, a solution of 4,49-
bispyridylacetal 3 (3.5 mg, 0.015 mmol) in 2 ml of CD2Cl2 was added dropwise

to the solution of 1 or 1,3,5-tris(49-pyridylethynyl)benzene 4 (3.2 mg,

0.011 mmol) was added to 2, resulting in the solutions of cuboctahedrons 5

or 6, respectively. The products were isolated by solvent removal in vacuo.

Yields: 33.5 mg (99%) for 5 or 32 mg (98%) for 6.

Characterization. The identity and purity of the products of self-assembly and

their precursors was con®rmed by 1H, 31P{1H}, 13C{1H} and 19F NMR, IR, ESI-

MS and elemental analyses: see Supplementary Information.

PGSE technique. A Stejscal-Tanner pulse sequence was used13. The diffusion

coef®cients for both 5 and 6 were determined using 31P resonances in

dichloromethane-acetone mixtures at 25 8C on the Z-gradient probe capable

of producing pulsed ®eld gradients of nearly 200 G cm-1. The molecular size

was determined from the effective hydrodynamic radius R, related to the

effective hydrodynamic volume Vm as Vm � 4�p=3�R3. R is calculated from the

Stokes±Einstein equation, D � �kBT�=�6pRh�, where D is the diffusion coef®-

cient, kB is the Boltzmann constant, T is the absolute temperature, and h is the

viscosity of the liquid through which the species is diffusing14.

ESI-MS technique. Samples of 5 and 6 were dissolved in acetone (10±

20 ng ml-1) and injected via syringe pump (100-ml syringe) into a Micromass

Quatro II mass spectrometer with ionization performed under electrospray

conditions (¯ow rate, 7.7 ml min-1; capillary voltage, 3.0 kV; cone, 47 V;

extractor, 27 V). About 15 individual scans were averaged for the mass

spectrum. The calibration of the mass range 500±3,000 atomic mass units was

done with a 1:1 mixture of an isopropanol:water solution of NaI (2 mg ml-1) and

CsI (0.01 mg ml-1). A table of ESI-MS data for 5 and 6 is available; see

Supplementary Information.
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A crucial question in the global-warming debate concerns the
extent to which recent climate change is caused by anthropogenic
forcing or is a manifestation of natural climate variability1. It is
commonly thought that the climate response to anthropogenic
forcing should be distinct from the patterns of natural climate
variability. But, on the basis of studies of nonlinear chaotic
models with preferred states or `regimes', it has been argued2,3

that the spatial patterns of the response to anthropogenic forcing
may in fact project principally onto modes of natural climate
variability. Here we use atmospheric circulation data from the
Northern Hemisphere to show that recent climate change can be
interpreted in terms of changes in the frequency of occurrence of
natural atmospheric circulation regimes. We conclude that recent
Northern Hemisphere warming may be more directly related to
the thermal structure of these circulation regimes than to any
anthropogenic forcing pattern itself. Conversely, the fact that
observed climate change projects onto natural patterns cannot be
used as evidence of no anthropogenic effect on climate. These
results may help explain possible differences between trends in
surface temperature and satellite-based temperature in the free
atmosphere4±6.

Our climate can be thought of as a nonlinear dynamical system
with a chaotic attractor. Let us imagine that the anthropogenic
in¯uence on climate (for example, from increased atmospheric
concentration of CO2) can be represented by a weak imposed
forcing on this dynamical system. Because of the nonlinearity of
the underlying system, its sensitivity to this forcing will vary with
location on the attractor; in regions of strong local instability7 the
system may be sensitive to the imposed forcing, but in regions of
stability the system will be relatively insensitive. This notion can be
demonstrated on the chaotic Lorenz8 system which has two domi-
nant regimes. Irregular ¯uctuations between these regimes char-
acterize the model's principal mode of internal variability. Largely
independent of the details of the imposed forcing, the response of
the Lorenz system to an imposed forcing is associated with an
increase in the probability density function (PDF) associated with
one regime, and a decrease in the PDF associated with the other
regime (Fig. 1). (In the unforced Lorenz model, the PDF has the
same value at both centroids.) By contrast, the locations of the
regimes' centroids in phase space are largely unaffected by the
imposed forcing. This can be understood by noting that the
centroids of the regimes are phase-space regions of relative stability;
the system is sensitive to the imposed forcing in a region of the
attractor between the two centroids.

If this picture were applicable to the real climate system, it would
imply that anthropogenically forced changes in climate would
project primarily onto the principal patterns of natural variability,
even though such natural variability may occur predominantly on

³ Present address: The Abdus Salam International Centre for Theoretical Physics, PO Box 586, 34100
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timescales much shorter than that of the imposed forcing.
To validate this approach, we performed a study on monthly-

mean objective analyses of Northern Hemisphere (NH) extended-
winter (November to April) 500-hPa geopotential heightÐessen-
tially the height of a constant pressure surface in the mid-tropo-
sphereÐfrom the US National Centers for Environmental
Prediction (NCEP), from 1949 to 1994, on a regular latitude/
longitude grid with 2.5-degree spacing. First, the seasonal cycle
has been removed from the data by computing anomalies with
respect to the long-term monthly mean. Second, the data is further
detrended by taking deviations from a 5-year running mean. An
empirical orthogonal function (EOF) analysis is then applied to this
detrended data in order to de®ne a reduced phase space based on
patterns of variability with timescales shorter than the observed
decadal trends. The resulting EOFs are very similar to those shown
in ref. 9, and are not shown here for brevity. (The structure of the
EOFs can also be deduced from the PDF maxima shown below.)
Whilst the ®rst two EOFs only explain 27% of monthly mean
variance (32% of 5-year mean variance), as discussed below, their
signi®cance lies in the fact that their spatial structure is well
correlated with recent climate-change patterns.

Each panel in Fig. 2 shows a PDF of the projection coef®cients of
the non-detrended monthly mean height ®eld, in the reduced phase
space spanned by the ®rst two detrended EOFs. These PDFs have
been generated using a gaussian-kernel estimator10, with a smooth-
ing parameter large enough to detect multimodality with statistical
signi®cance. Figure 2a shows the PDF for the whole period (1949±
94). There are four maxima, labelled A, B, C, D in Fig. 2a. Consistent
with earlier studies9,11,12, the presence of these maxima con®rms that
the PDF of the climate attractor is multimodal, and therefore cannot
be described adequately using a multinormal distribution. The
geographical patterns of these density maxima are illustrated in
Fig. 3, where they are shown as departures from the 1949±94 mean
500-hPa height.

Cluster A (Fig. 3) is a regime whose spatial structure is very
similar to the pattern found by linear regression analysis between
monthly-mean NH-mean surface air temperature and 500-hPa
height (compare cluster A with Figure 5 in ref. 13). Essentially,
this pattern denotes the manifestation in 500-hPa geopotential
height of the `̀ cold ocean warm land'' (COWL) pattern, which, to
a ®rst approximation, describes much of the recent climate change
of NH surface air temperature1,13. Hence, although cluster A is

de®ned from intraseasonal and interannual variations, a NH-mean
surface temperature warming trend would be consistent, in the
nonlinear approach, with an increase in residence frequency of
cluster A. The height anomalies associated with clusters B and C
(Fig. 3) have projection onto the negative Paci®c North American14

(PNA) pattern. The existence of multiple regimes with negative
PNA index is consistent with studies11,15 showing relatively high
intraseasonal variability during periods of negative PNA-index
circulation. Cluster B has a projection onto the positive North
Atlantic Oscillation16 patterns, whilst cluster D (Fig. 3) shows a
pattern with most amplitude over the North Atlantic, extending
over the Arctic. In fact, cluster D is extremely well correlated with
the 500-hPa height component of the so-called Arctic Oscillation17

in its negative phase.
The nonlinear picture outlined above applies to anomalous

forcing from the ocean, as well as to anthropogenic forcing.
Hence, in one test of the approach, we recomputed the two-
dimensional PDF from the NCEP data, with all El NinÄo/La NinÄa
years removed (using the strati®cation proposed in ref. 18). This
results in 13 warm El NinÄo years and 7 cold La NinÄa years being
removed from the data: results are shown in Fig. 2b. It can be seen
that the four clusters of Fig. 2a continue to be observed in the
reduced data set; in other words, none of the regimes A±D owes its
existence to forcing by El NinÄo. However, El NinÄo does affect the
regime frequencies; most noticeably, the frequency of occurrence of
cluster A (associated with the COWL pattern) is reduced. The ability
of El NinÄo to excite a response pattern similar to cluster A has been
noted elsewhere3,19. The reduction in the PDF of cluster A is
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consistent with the removal of more warm El NinÄo events than cold
La NinÄa events from the full data set.

We now return to the changes in the PDF on decadal timescales.
PDFs for the sub-periods 1949±71 and 1971±94 are shown in Fig. 2c
and d, respectively. It can be seen that in the ®rst-half period, the
PDF associated with cluster A is reduced (compared with long-term
values), whilst the PDFs associated with clusters C and D are
enhanced. In the second-half period, on the other hand, the PDF
associated with cluster A is strongly enhanced, whilst the PDFs
associated with all the other clusters are reduced. Comparing Fig. 2c
and d with Fig. 2a, it can be seen that the phase-space location of the
regimes is relatively stable despite these large changes in the PDF.

The decrease in the PDF of cluster D in the second-half period is
consistent with what has been noted17 as a `̀ systematic bias in one of
the atmosphere's dominant naturally-occurring modes of variabil-
ity''. On the basis of the approach presented here, it is possible that
this bias is a response to anthropogenic forcing (recent model
integrations con®rm a strong effect of anthropogenic forcing on
the Arctic Oscillation25).

The changes in the PDF of the climate attractor are consistent
with more conventional analyses of recent climate change. For
example, in Fig. 4 we show the time series of the projection
coef®cients of the non-detrended height anomalies onto the ®rst
and second detrended EOFs. Both seasonal and 10-year running
mean ®lters have been applied to the time series of the monthly-
mean coef®cients. The time series from the second EOF shows a
clear upward trend, consistent with the increase in the frequency of
cluster A (which, from its position in the reduced phase space of
Fig. 2, can be described almost exactly in terms of the second EOF
pattern). In fact, much of the recent climate-change signal can be
explained in terms of this detrended EOF. If ¢ denotes the
difference ®eld between the 1949±71 time-mean geopotential
height and the 1971±94 time-mean geopotential height, and
P2(¢) denotes the projection of ¢ onto the second detrended

EOF, then the spatial correlation between ¢ and P2(¢) is 0.6. In
contrast, there is no clear trend in the timeseries from the ®rst EOF;
however, the evidence of decreased values towards the end of the
period is consistent with a decrease in the frequency of occurrence of
cluster D (and a corresponding increase in the Arctic Oscillation
index).

Overall, our results indicate that in the NH, much of the recent
tropospheric climate change can be understood in terms of a change
in the frequency of residence of dominant, naturally occurring
regimes of NH atmospheric intraseasonal-interannual variability,
consistent with the nonlinear approach outlined above. Although
the regime structure of the real climate attractor is certainly more
complex than the two-regime Lorenz attractor, observed climate
change is qualitatively consistent with the simple picture outlined in
Fig. 1.

This study has a number of implications. First, we note that just
because the geographical distribution of observed climate change
correlates well with patterns of natural variability, this cannot be
taken to imply an absence of anthropogenic forcing.

Second, the increase in hemispheric-mean temperature in recent
years is, in part at least, directly associated with an increase in the
frequency of the cluster-A circulation regime. From this point of
view, to attribute the observed hemispheric mean surface warming
to a direct forcing by the `̀ greenhouse effect'' is an oversimpli®ca-
tion. If this regime-induced climate change is anthropogenic, then a
relevant question is: why should increased CO2 lead to an increase in
the frequency of cluster A? To answer it, one should take into
account the fact that large-scale atmospheric patterns are much
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more sensitive to some forcing perturbations than to others. More-
over, because of the non-normality of the relevant dynamical
operators20±22, changes in regime frequency will be sensitive to
forcing perturbations which may have little spatial correlation
with the regimes themselves. Different approaches, all based on
adjoint dynamical methods, have been proposed20±22 to investigate
the structure of these sensitive patterns and their `optimal' forcing
®elds, either in a stationary or in a time-dependent framework. At
present, we do not have a satisfactory understanding of these regime
instabilities, and how anomalous radiative forcing projects on the
sensitivity patterns.

Third, if the horizontal structure of recent climate change is
correlated with the horizontal structure of regimes of natural
variability, then, by implication, the same should be true of the
vertical structure: speci®cally, the vertical temperature pro®le of
observed climate change should re¯ect the vertical temperature
pro®le of the regimes, rather than the vertical structure of any
perturbed radiative forcing. Away from the surface layer, tempera-
ture anomalies associated with cluster Awill be similar in magnitude
over sea and over land. However, at the surface, temperature
anomalies associated with cluster A will be larger over the land
than over the sea, because of the smaller heat capacity of the land
surface. Hence the hemispheric-mean temperature anomaly asso-
ciated with cluster A will be weaker in the free atmosphere than in
the surface layer. The signal, however strong or weak it is, should
reverse at the level of maximum geopotential anomaly, that is, at
about the 300-hPa level. This is consistent with satellite observations
in the free atmosphere4,5 in spite of the implications of orbital
decay6. A more complete resolution of this question requires an
analysis of the three-dimensional structure of these circulation
regimes; the so-called reanalysis datasets23 would be well-suited
for this task.

Last we note that these results indicate that predictions of
anthropogenic climate change require models which can simulate
accurately natural circulation regimes and their associated varia-
bility, even though the dominant timescale of such variability may
be much shorter than the climate-change signal itself. More gen-
erally, these models should be able to simulate the non-gaussian
characteristics of the climate attractor. As yet, few tests have been
performed on climate models to assess this component of their
behaviour24. M
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Large amounts of methane are produced in marine sediments but
are then consumed before contacting aerobic waters or the
atmosphere1. Although no organism that can consume methane
anaerobically has ever been isolated, biogeochemical evidence
indicates that the overall process involves a transfer of electrons
from methane to sulphate and is probably mediated by several
organisms, including a methanogen (operating in reverse) and a
sulphate-reducer (using an unknown intermediate substrate)2.
Here we describe studies of sediments related to a decomposing
methane hydrate. These provide strong evidence that methane is
being consumed by archaebacteria that are phylogenetically dis-
tinct from known methanogens. Speci®cally, lipid biomarkers
that are commonly characteristic of archaea are so strongly
depleted in carbon-13 that methane must be the carbon source,
rather than the metabolic product, for the organisms that have
produced them. Parallel gene surveys of small-subunit ribosomal
RNA (16S rRNA) indicate the predominance of a new archael
group which is peripherally related to the methanogenic orders
Methanomicrobiales and Methanosarcinales.

We investigated sediments from a methane seep in the Eel River
basin, offshore northern California (408 47.089 N, 1248 35.309 W),
an area with abundant methane hydrates at temperature±pressure
conditions near their threshold of stability3. We combined a
process-oriented investigation of abundances of 13C in individual
biomarkers4 with culture-independent molecular phylogenetic sur-
veys (see Methods)5. Hydraulic piston cores of sediments at a water
depth of 521 m were retrieved by the ROV Ventana, operated by the
Monterey Bay Aquarium Research Institute. Two seep-related
samples (HPC 4, at a depth of 22 cm below the sediment surface;
PC 26, 13±15 cm) and one control sample that was not near any
active seeps (HPC 5, 33±36 cm) were examined. At the seep,
methane bubbling into the water column is slightly enriched in
13C (d13C � 2 49:5 ½ relative to VPDB standard; K. Kvenvolden,
unpublished data) relative to near-surface hydrates in the same
region (-57.6 to -69.1 ½; ref. 3). The organic matter extracted from
the seep sediments contains less 13C than the control sample (PC 26,
-33 ½; HPC 5, -26.8 ½), presumably because products of
methane-oxidizing organisms have accumulated within the micro-
bial community.




